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 Background: In the case of sensitive questions such as number of alcoholics known, 

majority of respondents might give an answer of zero. Poisson regression model (P) is 
the standard tool to analyze count data. However, P provides poor fit in the case of zero 
inflated counts, when over-dispersion exists. Therefore, the questions to be addressed 
are to compare performance of alternative count regression models; and to investigate 
whether characteristics of respondents affect their responses. 

Methods: A total of 700 participants were asked about number of people they know in 

hidden groups; alcoholics, methadone users, and Female Sex Workers (FSW). Five 
regression models were fitted to these outcomes: Logistic, P, Negative Binomial (NB), 
Zero Inflated Poisson (ZIP), and Zero Inflated Negative Binomial (ZINB). Models were 
compared in terms of Likelihood Ratio Test (LRT), Vuong, AIC and Sum Square of Error 
(SSE). 

Results: Percentages of zero were 35% for number of alcoholics, 50% for methadone 

users, and 65% for FSWs. ZINB provided the best fit for alcoholics, and NB provided the 
best fit for other outcomes. In addition, we noticed that young respondents, male and 
those with low education were more likely to know or reveal sensitive information.  

Conclusions: Although P is the first choice for modeling of count data in many cases, it 

seems because of over-dispersion of zero inflated counts in the case of sensitive 
questions, other models, specifying NB and ZINB, might have better goodness of fit. 
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Introduction 

group such as 'number of alcoholics' (in counties 

where alcohol is totally banned), or 'number of 

Female Sex Workers (FSW)' are known as 

'hidden' or 'hard to reach' sub-groups. Accessing to the 

members of these groups is difficult. However, 

information about their size is important for health 

planning.  

The Network Scale-Up (NSU) method is an approach 

for size estimation of hidden groups
1
. In the NSU we 

select a random sample from a general population and 

ask subjects the number of people they know belonging 

to specific sub-groups such as the number of drug users 

in their networks. However, majority of responses would 

be zero, means that in many cases, most of our subjects 

know nobody in the sub-groups of interest. This can be 

due to the fact that the real sizes of such sub-groups are 

usually small. In addition, such groups have low social 

acceptability (due to their stigmatized nature). Therefore, 

small proportions of respondents are willing to reveal 

such information 
1
.  

In the case of NSU studies, we usually face count data 

with a spike at zero. There are varieties of methods for 

analyzing count data. In the easiest case, one can consider 

count outcome as a continuous variable and apply linear 

regression. However, due to skewed distribution of 

responses, the normality assumption does not hold 
2,3

. 

Instead, one can recode the data in to zero (for those who 

does not know any one) and one (for those who know at 

least one member of hidden group) and apply logistic 

regression. However, this method does not make the most 

use of data
 2,4,5

. 

A 
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Poisson regression (P) is a standard method for 

analyzing count data. One assumption for Poisson 

distribution is the equality of mean and variance. But this 

condition may not always meet
 2,3

. In many count data, 

the variance is much greater than the mean. This 

condition is called over-dispersion
 2,4,6

. Applying P when 

over-dispersion is observed leads to biased parameter 

estimation, too narrow confidence intervals and P-values 

that are too small 
4
.  

Negative Binomial (NB) regression model is an 

alternative for P when over-dispersion is observed in the 

dataset
 2-4

. This model estimates the correct SE, taking 

into account the over-dispersion in the data.  

However, one more problem in modeling of such 

count data is that the number of observed zeros might be 

higher than that expected from a Poisson model (known 

as “excess zero”)
 4

. To tackle this problem, Zero Inflated 

Poisson (ZIP) model can be implemented
 4

. When over-

dispersion and excess zero happen together, Zero Inflated 

Negative Binominal (ZINB) regression model is 

proposed. As in the ZIP regression, in ZINB regression 

the zero and non zero counts are modeled in different 

ways
 7
. 

In this paper we have two inter-related aims: to 

compare the performance of count regression models, in 

terms of goodness of fit, and to investigate the 

characteristics of those who know or reveal stigmatized 

behaviors of people in their network.  

Methods  

Design of Study  

We have used the data of a national NSU study which 

aimed to estimate the size of drug users and alcoholics in 

Iran (confidential data submitted to Iranian Ministry of 

Health and Medical Education (IMHME)). For this study, 

getting the permission from IMHME, we have used the 

data of two provinces (Kerman and Fars). In each 

province about 75% of data were collected from capital 

and 25% from one main city. Questionnaires were filled 

through gender-match face to face interviews. 

Participants were selected from the downtown and 

uptown, among pedestrians who walked alone. To get a 

representative sample, we selected pedestrians with 

different demographic characteristics. We asked subjects 

about number of people they knew belonging to specific 

sub-groups.  

Outcome and Independent Variables 

To compare performance of modeling approaches at 

different zero percentages, three outcome variables were 

selected with low, moderate, and high proportion of zero. 

Response variables (proportion of zeros) were number 

known to drink alcohol (34%), number known to receive 

methadone (50%), and number known to be Female Sex 

Workers (FSW, 65%). For all three outcomes, we asked 

respondents to count those even with one episode of act 

in the last year.   

The independent variables were gender (male, 

female), education (under diploma, diploma, 

undergraduate degree postgraduate degree), age group 

(<29, 30-39, >40), marital status (single, ever married), 

and province (Fars, Kerman).  

Modeling approaches and Comparison Criterion 

Although logistic regression does not suit count data, 

at the first step we recoded the data to investigate 

whether logistic model was a good surrogate for count 

regression models. To do so we recoded the data in to 

zero (knowing no body at all) and one (knowing at least 

one).  

Then, four models were fitted based on the observed 

counts; P, NB, ZIP, and ZINB.In addition, model 

comparison for nested (P versus NB, and ZIP versus 

ZINB) and non-nested models (P versus ZIP, and NB 

versus ZINB) has been done through the LRT and Vuong 

test (V test) respectively.Applying LRT and Vuong tests, 

the best model was selected and its results were 

considered as gold standard. In particular we have 

focused on estimated SEs, and on significance of the 

variables in each model. Difference more than 15%  

between SE in gold model and other models was 

considered as bias.  

For all models, AIC were reported. In addition, Sum 

Square Error (SSE) was estimated as the summation of 

square difference between real and estimated values. 

Additionally a visual depiction of difference between 

observed versus predicted probabilities among count 

models were displayed. In all analyses, P-value less than 

5% was considered as statistical significance. The 

analysis has been done in stata software version 11. 

Results  

Descriptive statistics 

In total, 327 (46.7%) and 373 (53.3%) of the 

respondents were male and female respectively. Nearly 

80% of our sample was comprised of subjects with 

diploma or higher levels of education. The age of about 

60% of respondents was between 15-29 years old; while 

the age of about one fifth was more than 40. In addition, 

nearly 40% of respondents were single.  

The histograms of outcome variables are shown in 

Figure 1, 2 and 3. Of the 700 respondents, 33.9%, 49.1% 

and 65.3% reported knowing no alcoholics, methadone 

users and FSWs respectively. Knowing FSW was the 

most sensitive question which the percent of zeros in the 

responses was 65%. In addition, 75% of respondents 

knew at most one FSW. Means (variances) of these 

outcomes were 8.06 (279.56), 3.01 (87.38), and 1.77 

(30.39) respectively, indicating over-dispersion in all 

outcomes. The descriptive statistics of responses 

stratified by gender are shown in Table 1. 
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Figure 1: Distribution of number of alcoholics known by respondents, separated by gender 

 
Figure 2: Distribution of number of methadone users known by respondents, separated by gender 

 

 
Figure 3: Distribution of number of female sex workers known by respondents, separated by gender 
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Table 1: Descriptive statistics of responses to sensitive questions stratified by gender 

 Alcoholics known Methadone users known Female sex workers known 

Variable Male Female Male Female Male Female 

Mean 12.66 4.03 3.47 2.06 2.93 0.75 

Variance 462.59 85.02 145.70 36.15 49.68 11.36 

Minimum 0 0 0 0 0 0 

Maximum 100 100 100 50 70 50 

1st quartile (Q1) 0 0 0 0 0 0 

2nd quartile (Q2) 5 1 0 1 0 0 

3rd quartile (Q3) 15 4 2 3 3 0 

 

Factors influence knowing alcoholics 

 For the alcohol, LRT test suggested that NB was 

superior to P, indicating existence of over-dispersion 

(P<0.001). Applying Vuong test, the ZINB model 

reflected the observed data better than NB (P=0.010) 

indicating presence of excess zero. However, the AIC 

and SSE corresponding to ZINB and NB models were 

comparable (5.55 vs. 5.57), and (0.22 versus 0.26).  

According to the Figure 4 it is obvious that the P 

model dose not predict well the proportion of zeros. This 

figure shows appropriate fit of ZINB model to the data.  

In addition, we have seen that SEs of all variables in P 

and ZIP models were considerably smaller than ZINB 

(Table 2). This is mainly due to the fact that P and ZIP 

models do not consider the over-dispersion parameter. 

On the other hand, SEs’ corresponding to NB and ZINB 

were fairly similar. 

 
Figure 4: Comparisons among observed versus predicted probabilities 

among count models for alcohol 

Table 2: Influence of demographic characteristics of respondents about number of alcoholics in their network considering zero inflated negative 

binomial as gold standard; the bold figures mean SEs estimated with bias (>15% difference with the gold model) 

Variables 

Logistic Poisson Negative binomial Zero inflated Poisson 

Zero inflated 

Negative binomial 

0R SE P value IRR SE P value IRR SE P value IRR SE P value IRR SE P value 

Province 
               

Fars 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Kerman 0.72 0.12 0.053 0.93 0.03 0.004 0.77 0.10 0.033 1.06 0.03 0.024 0.74 0.09 0.015 

Gender 
               

Male 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Female 0.64 0.11 0.011 0.34 0.01 0.001 0.33 0.04 0.001 0.39 0.01 0.001 0.30 0.04 0.001 

Marital status 
               

Single 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Ever married 0.82 0.17 0.349 1.00 0.03 0.980 1.16 0.19 0.377 1.04 0.04 0.321 1.19 0.19 0.283 

Age (yr) 
               

15-29 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

30-39 0.68 0.15 0.079 0.51 0.02 0.001 0.50 0.09 0.001 0.59 0.03 0.001 0.52 0.09 0.001 

≥40 0.35 0.09 0.001 0.54 0.03 0.001 0.47 0.10 0.001 0.83 0.04 0.001 0.68 0.16 0.098 

Education 
               

Under diploma 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Diploma 0.84 0.21 0.495 0.58 0.02 0.001 0.53 0.10 0.001 0.59 0.02 0.001 0.55 0.10 0.001 

Diploma-BA 0.80 0.21 0.389 0.68 0.03 0.001 0.63 0.12 0.017 0.70 0.03 0.001 0.67 0.13 0.037 

Over BA 0.27 0.12 0.001 0.20 0.03 0.001 0.27 0.10 0.001 0.31 0.04 0.001 0.29 0.11 0.001 

AIC 1.23 17.56 5.57 13.39 5.55 

Log likelihood -420.46 -6135.85 -1937.67 -4668.97 -1925.34 

SSE 144.930 23.526 0.260 1.099 0.220 

OR: odds ratio; SE: standard error; IRR: incidence rate ratio; AIC: Akaiki information criteria; SSE: sum of squared error

As expected results of logistic regression was not 

satisfying. This model failed to detect significance of 

education. In addition, effects of province, and middle 

age group were of marginal significance. SSE 

corresponding to this model was considerably higher than 

the other models.  

Variables affected respondents to reveal the number 

of known alcoholics were province, gender, age groups 
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and education levels (Table 2). However, marital status 

was not informative. These four variables were retained 

significant in all four models. Based on ZINB model, 

Kermaninans’ were about 25% less likely to know 

alcoholics than those from Fars (OR=0.74, P=0.015). 

Furthermore, women were 70% less likely to know 

alcoholics than male. Respondents in less than 30 years 

old and those with low education were more likely to 

know or reveal alcoholics. Increasing in age and 

education level was associated with reduction of 

revealing information about the number of alcoholics, 

people knew. 

Factors influence knowing methadone users 

With nearly 50% zero response, the NB explained the 

observed data better than P (P<0.001). However, the 

ZINB model was not preferred over the NB (P=0.482). 

Additionally there was no difference in the AIC (3.93 vs. 

3.92) and SSE (0.28 vs. 0.27) of ZINB and NB. Figure 5 

shows that the performance of both NB and ZINB 

models, in terms of prediction of zeros, were almost the 

same. Therefore the simpler model (NB) was chosen as 

the best model.  

 
Figure 5: Comparisons among observed versus predicted probabilities 

among count models for methadone 

Table 3: Influence of demographic characteristics of respondents about number of methadone users in their network considering zero inflated 

negative binomial as gold standard; the bold figures mean SEs estimated with bias (>15% difference with the gold model) 

Variables 

Logistic Poisson Negative binomial 

Zero inflated 

Poisson 

Zero inflated 

Negative binomial 

0R SE P value IRR SE P value IRR SE P value IRR SE P value IRR SE P value 

Province 
               

Fars 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Kerman 1.59 0.25 0.003 2.18 0.10 0.001 2.06 0.32 0.001 1.61 0.08 0.001 2.03 0.38 0.001 

Gender 
               

Male 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Female 1.15 0.19 0.374 0.72 0.03 0.001 0.9 0.15 0.537 0.69 0.03 0.001 0.90 0.16 0.529 

Marital status 
               

Single 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Ever married 1.38 0.27 0.097 0.88 0.05 0.018 1.01 0.19 0.964 0.80 0.04 0.001 1.01 0.19 0.971 

Age (yr) 
               

15-29 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

30-39 0.89 0.18 0.581 0.99 0.06 0.921 0.88 0.18 0.550 0.92 0.06 0.148 0.88 0.18 0.555 

≥40 0.82 0.20 0.413 1.06 0.07 0.358 0.96 0.22 0.854 1.04 0.07 0.560 0.96 0.22 0.862 

Education 
               

Under diploma 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Diploma 1.09 0.26 0.717 0.61 0.04 0.001 0.59 0.14 0.022 0.57 0.03 0.001 0.59 0.14 0.022 

Diploma-BA 1.17 0.28 0.521 0.49 0.03 0.001 0.56 0.13 0.012 0.46 0.03 0.001 0.56 0.13 0.012 

Over BA 0.48 0.22 0.106 0.24 0.04 0.001 0.22 0.10 0.001 0.33 0.07 0.001 0.22 0.10 0.001 

AIC 1.38 10.28 3.92 7.78 3.93 

Log likelihood -475.02 -3590.37 -1358.93 -2708.12 -1358.92 

SSE 170.20 54.11 0.27 2.01 0.28 

OR: odds ratio; SE: standard error; IRR: incidence rate ratio; AIC: Akaiki information criteria; SSE: sum of squared error 

Based on NB model, Kermaninans, relative to 

respondents in Fars, was 2.06 times more likely to know 

or reveal information about the number of methadone 

users they knew. Education level was associated with the 

outcome as well, where less educated people knew more 

methadone users than those in the other categories. In 

particular people with postgraduate degree, relative to 

those with the lowest degree, were about 80% less likely 

to reveal or know methadone users. However, effects of 

gender and marital status were controversial. Gender and 

marital status did not retain in NB but did in P and ZIP. 

As was shown in Table 3, SE’s corresponding to P and 

ZIP models are around four times smaller than NB and 

ZINB models. This explains these findings. 

Again, results of logistic model were not satisfying. 

This model produced very large SSE. Regarding the 

variables retained in the model, significance of education 

levels was lost.  

Factors influence knowing FSW 

Regarding the FSW, the LRT of over-dispersion 

comparing the NB to the P yielded a P<0.001. However, 

ZINB model did not preferred over the NB (P=0.175). 

AIC and SSE value showed poor fit of logistic and P 

-.
1

-.
0
5

0
.0

5
.1

O
b
se

rv
e
d
-P

re
d
ic

te
d

0 1 2 3 4 5 6 7 8 9
Count

P NB

ZIP ZINB

Note: positive deviations show underpredictions.



148 Count regression models 

 

 
JRHS 2013; 13(2): 143-150 

models.  Figure 6 shows that both, the ZINB and NB fit 

the data well.   

The SEs for the P and ZIP were smaller than that of 

NB (Table 4). However, results of NB and ZINB were 

nearly equal because they provided the same fit to the 

data according the formal Vuong test.  

Based on the NB model (gold model), people in 

Kerman were about 42% less likely to know FSWs than 

those in Fars with a P-value of 0.002. 

The effect of province was of marginal significance in 

ZIP and ZINB models. Gender was significant in all 

models, where females were about 80% less likely to 

know FSW than male (in NB model). Marital status was 

not informative in any of the fitted models. In addition, 

all models confirmed that those in middle age and old age 

group, and well educated people were less likely to know 

FSWs. 

Analyzing FSW data with logistic model, in terms of 

effective variables in final model, results were exactly the 

same as NB. 

 

 

Figure 6: Comparisons among observed versus predicted probabilities 

among count models for female sex worker 

 

Table 4: Influence of demographic characteristics of respondents about number of female sex workers in their network considering zero inflated 

negative binomial as gold standard; the bold figures mean SEs estimated with bias (>15% difference with the gold model) 

Variables 

Logistic Poisson Negative binomial 

Zero inflated 

Poisson 

Zero inflated 

Negative binomial 

0R SE P value IRR SE P value IRR SE P value IRR SE P value IRR SE P value 

Province 
               

Fars 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Kerman 0.62 0.11 0.006 0.70 0.04   0.001 0.58 0.10 0.002 0.89 0.06 0.061 0.69 0.14 0.066 

Gender 
               

Male 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Female 0.43 0.07 0.001 0.28 0.02 0.001 0.22 0.04 0.001 0.44 0.03 0.001 0.25 0.05 0.001 

Marital status 
               

Single 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Ever married 0.79 0.16 0.253 0.93 0.07 0.326 0.82 0.18 0.375 1.01 0.07 0.863 0.96 0.23 0.855 

Age (yr) 
               

15-29 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

30-39 0.71 0.16 0.131 0.76 0.06 0.001 0.64 0.15 0.065 0.81 0.07 0.011 0.65 0.16 0.083 

≥40 0.43 0.12 0.003 0.40 0.04   0.001 0.34 0.10 0.001 0.60 0.07 0.001 0.34 0.10 0.001 

Education 
               

Under diploma 
 

1.00 
  

1.00 
  

1.00 
  

1.00 
  

1.00 
 

Diploma 0.46 0.12 0.002 0.35 0.03   0.001 0.24 0.06 0.001 0.48 0.04 0.001 0.24 0.07 0.001 

Diploma-BA 0.55 0.14 0.019 0.42 0.03   0.001 0.31 0.08 0.001 0.53 0.04 0.001 0.29 0.09 0.001 

Over BA 0.23 0.13 0.008 0.13 0.04   0.001 0.14 0.08 0.001 0.27 0.09 0.001 0.13 0.07 0.001 

AIC 1.21 6.08 2.83 4.42 2.84 

Log likelihood -415.87 -2120.70 -977.52 -1529.69 -975.36 

SSE 143.22 50.73 0.02 0.55 0.02 

OR: odds ratio; SE: standard error; IRR: incidence rate ratio; AIC: Akaiki information criteria; SSE: sum of squared error  

Discussion 

The efficacy of the P, NB, ZIP, ZINB and logistic 

regression was investigated for modeling of count 

skewed data. Three outcome variables with different 

percentages of zero were modeled. 

In our analyses, we have seen that NB and ZINB 

models gave the best fit to the outcomes. P and ZIP did 

not provide adequate fit to the outcomes. This was not 

against our expectation, as we have seen great over-

dispersion in all outcomes. Additionally the results of 

logistic regression were not satisfying in outcomes, with 

low and moderate zero values, due to very large SSEs. 

For the last outcome (FSWs) since third quarter of the 

data was one, at most 25% of the data analyzed in logistic 

and NB models were different. This partially explains 

why the results were so closed. However, even in this 

scenario SSE corresponding to logistic model was 

considerably higher than NB model. 
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In accordance to the usual practice, we applied LRT 

and Vuong tests to compare nested and non-nested 

models.  

It has been suggested that “NB is capable of 

predicting large percent of zero when the count range is 

not too large, even better than ZINB” 
8
. This was 

consistent with our findings. In our data, the distribution 

of the number of methadone users and FSWs was not that 

large. Medians of these two variables were one and zero, 

and third quartiles were three and one respectively. 

Distribution of number of alcoholics was more diverge 

with median and third quartiles at three and eight. 

In a study by Sileshi the minimum and the maximum 

of zero percentage in 11 data sets were 50 and 90 

respectively. Altogether the NB had the best fit in this 

study
9
. This indicates that rarity cannot be the only 

criterion for application of zero inflated models. Wenger 

et al. expressed that unlike the past that zero-inflated 

models had been advised for rare events, studies proved 

that NB can also fit the apparently zero-inflated data 

well
10

.  

Performance of regression models was compared 

using 12 count data sets. The zero percentage in these 12 

data sets ranged from 17% to 91%. In ten data sets NB 

provided the best fit. The minimum and maximum of 

zero percentage in these ten data sets were 17% and 91% 

respectively. The results confirmed the presence of over-

dispersion and excess zero in the data sets
11

. 

Analyzing environmental data, two count data sets 

were analyzed. In the first data the percentage of zeroes 

was roughly 41%. The AICs of the fitted models were 

close, but the best model was still the P. Authors noted 

that in their data set the P was able to predict proportion 

of zeros and ZIP was not needed. In the second data set, 

of 1386 observations, 54% had zero count. The ZINB 

provided the best fit as this model was able to take into 

account both excess of zeroes and over-dispersion
12

. 

On the other hand, modeling young driver motor 

vehicle crashes, the outcome variable involved 90% zero 

counts. Authors have seen that the NB and ZIP models 

provided adequate fits to the motor vehicle crash data. It 

has been commented that, when over-dispersion exists, 

NB and ZIP models are potential alternatives for P
13

. 

However, comparison of these models with ZINB was 

not performed at all. 

There are examples with moderate percentage of zero, 

in which performance of P and ZIP models were 

satisfying. In a study by Cheung et al., with around 13% 

zero counts in the outcome, the ZIP model provided the 

best fit. In this study the ZINB model did not show any 

over-dispersion after the extra zeros had been taken into 

account 
14

. 

There are many studies in which performance of all 

the four count models are not study simultaneously. For 

example a literature review by Preisser et al sought to 

review all published research articles in the dental 

literature that used ZIP or ZINB models to analyze caries 

experience. From 15 articles, six studies performed both 

ZIP and ZINB and to compare them in two of the studies 

tests (LRT, AIC, BIC) and graphical approaches and in 

the others one of this approaches was used. 

Other aspect of our study was to address 

characteristics of respondents who were more likely to 

reveal sensitive information. We have seen that young 

respondents, male, and those with low education were 

more likely to know (or reveal information) people from 

hidden sub groups. In addition, Kermaninans were less 

likely to know (or reveal information about) alcoholics 

and FSWs than those in Fars. The opposite was true in 

the case of methadone users. In a similar study, Shelley et 

al. (1995) found that HIV+ patients were not willing to 

share information about their HIV status to all members 

of their network. Medical personnel and support group 

members had the most knowledge of HIV status. Gender 

and ethnicity also influenced this knowledge
15

. 

Several issues might explain our findings. The first 

explanation might be cultural differences. People in 

Kerman might feel free to reveal information about drug 

using, but in Fars to reveal sexual and alcohol related 

behaviors. This mean that even in two close provinces, 

degree of conservatism about different issues might not 

be the same. It has been suggested that the pattern of 

alcohol use varies in different societies, as cultural values 

affect the seriousness of such behaviors. The second 

reason might be that the number of FSWs and alcoholics 

in Fars was greater than Kerman, while the number of 

those receives methadone in Kerman, was larger than 

Fars province. Our size estimation results confirmed this 

hypothesis (confidential data submitted to the IMHME). 

Our study has several limitations. Firstly, we only 

consider three outcomes. Modeling of outcomes with less 

or higher percentage of zeros may have different 

goodness of fit. In addition, our literature review showed 

that over-dispersion, excess zero, and range of data are 

other issues affected performance of count regression 

models. Therefore, future studies should be designed to 

address impact of different combination of these issues 

on performance of models. There is also a need to use the 

results of hurdle models and finite mixture models as an 

alternative to zero-inflated models in future 

investigations. 

One last limitation of this study was that all data were 

self-reported. We simply asked respondents about 

number of people they know in each hidden group. No 

external data was available to check the accuracy of 

responses. However, our purpose in this manuscript was 

not to provide accurate size of hidden groups, but to 

address art of statistical modeling to explore the impact 

of demographic characteristics of respondents on their 

attitude to reveal sensitive issues. 
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Conclusion 

We noticed that P might not be adequate for modeling 

of count data. In the cases that over-dispersion or excess 

zero exists; alternative count regression models should be 

explored. In such scenarios, application of P leads to 

small SEs. Consequently variables with no impact on the 

outcome would become significant. Furthermore, we 

have seen that demographic characteristics of 

respondents affected their knowledge and/ or tendency to 

reveal sensitive behaviors of those in their network. 
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