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 Background: Water is considered as the main source of life but water resources are limited and 
nonrenewable. Different factors have caused groundwater to decrease. Therefore, modeling and 
predicting groundwater level is of great importance. 

Methods: Monthly groundwater level data of about 20 years (October 1991 to February 2012) 
from the Hamadan-Bahar Plain, west of Iran were used based on peizometric height related to 
hydrologic years. The support vector machine (SVM), a new nonlinear regression technique, was 
used to predict groundwater level. The performance of the SVM model was assessed by using 
criteria of R

2
, root mean square error (RMSE), means absolute error (MAE), means absolute 

percentage error (MAPE), correlation coefficient and efficiency coefficient (E) and was then com-
pared with the classic time series model. 

Results: The SVM model had greater R
2
 (=0.933), E (=0.950) and Correlation (=0.965). Moreo-

ver, SVM had lower RMSE (=0.120), MAPE (=0.140) and MAE (=0.124). There was no signifi-
cant difference between the estimated values using two models and the observed value.  

Conclusions: The SVM outperforms classic time series model in predicting groundwater level. 
Therefore using the SVM model is reasonable for modeling and predicting fluctuations of 
groundwater level in Hamadan-Bahar Plain.  
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Introduction

ater is the main source of life while its resources 

are limited and nonrenewable. Groundwater is an 

important water resource for domestic, industrial, 

and agricultural activities 
1
. During the last decades, due to 

the increasing demand for water, weak irrigation manage-

ment and soil damage, the renewable groundwater level have 

decreased making a lot of worry for all. Regarding the limi-

tation of water reservoirs, it is important to manage the use 

of water favorably for sustainable development 
2
. Therefore, 

in order to effective management of groundwater, it is im-

portant to model and predict the fluctuations in groundwater 

level so that the authorities can plan prerequisites for reduc-

tion of unforeseeable variations. 

Among the models used for this purpose, time series 

methods are usually applied to predict the groundwater level 
3
. These methods have some limitations such as temporary 

prediction of variations. In recent years, soft computing tools 

such as support vector machines (SVMs) have been applied 

to predict in various areas of science and technology includ-

ing time-series forecasting specially in water resource prob-

lems
4-9

. The SVM is considered as a nonlinear method based 

on minimizing structural risk and its ability have been veri-

fied in a variety of fields. In addition, as this method mini-

mizes the experimental error and complexity simultaneously, 

it can improve its generalization for prediction 
1
. Most re-

searches have confirmed the positive performance of SVM 

method in prediction in surface water problems such as lake 

water level 
10

, flood and stream flow 
11-13

. However, the ap-

plication of SVM to groundwater level fluctuations model-

ing is limited. Khalil 
14

 used SVM for modeling of ground-

water quality. Asefa
15

 used SVM for developing long-term 

groundwater head monitoring networks. Yoon et al. 
1
 com-

pared the neural network and SVM methods to predict 

groundwater level. Moreover, Shiri et al. 
16

 investigated the 

abilities of different data mining methods including SVM 

techniques for groundwater level forecasting and Sudheer et 

al. 
17

 proposed a SVM based method for groundwater level 

forecasting. 

W 
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This study aimed to evaluate performance of SVM for 

groundwater level prediction in Hamadan-Bahar Plain, west 

of Iran and its results were compared with classic time series 

models. 

Methods 

The area of study 

Hamadan-Bahar Plain, located in Hamadan, west of Iran 

with an approximate area of 930 km
2
 at the sea level of 

1700–1800 has spread over a vast valley surrounded by tall 

mountains. It has the least area among the plains of the re-

gion. Based on the climate diagram of Ambergheh, it is in 

the semiarid climate with a cold and mountainous weather. 

Regarding the increasing trend of consuming groundwater, 

population growth, undue use of water in agriculture, precip-

itation reeducation and land exploitation change along with 

soil permeability reduction, the level of groundwater has 

declined and annual feeding through precipitation has not 

been able to compensate the loss. In this study, monthly 

groundwater level longitudinal data of about 20 years (Octo-

ber 1991 to February 2012) from the Hamadan-Bahar Plain 

were used based on piezometric height related to hydrologic 

years provided through the Hamadan Water Corporation 

Regional Office. 

ARIMA model 

ARIMA model is a widely used model in the analysis of 

time series data. Autoregressive model (AR) provides a rela-

tionship between the current value of the variable Yt and its 

past values Yt-k
18

. Moving average model (MA) sets a rela-

tionship between the current value of variable and residuals 

in the past Ct-k, where k=1, 2,…. The ARIMA model is a 

mixture of AR and MA.ARIMA model can be formulated as 

( )(1 ) ( )d

p t q tA A Z A c    

where p and q are the order of AR and AM models and d is 

the order of difference. In addition, we have: 

2

1 2

2

1 2
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To estimate the parameters of ARIMA, some methods 

are used such as maximum likelihood or conditional least 

square 
19

. If two assumptions of white noise and normal dis-

tribution hold in ARIMA, this model can be place in good 

class 
20

. The model calculations were done by SPSS16. 

Support vector machine 

The SVM was introduced by Vapnik
20,21

 for regression 

and classification problems, based on the theory of statistical 

learning. It is known as support vector regression (SVR) in 

prediction problems. In this case we seek to find hyper plane 

close to most points. SVR differs from ordinary regression 

methods since it uses structural risk minimization instead 

minimizing empirical risk used in other learning theory 

methods like neural networks. It is therefore expected that 

this method outperforms other regression methods and is 

able to have better generalization 
22

. 

Suppose we have{( , ) : 1 }i ix d i n , where xi and di are 

input vector and desirable output respectively. The general 

form of estimation function of SVR is as 

( ) ( . ( ))f x w x b   in which w and b is coefficients and 

( )x is a nonlinear function in the feature space 
22,23

. 

We can consider the nonlinear regression problem as an 

optimization problem in which we seek to minimize 

function
24
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in which 
*,i i   are slack variables. After differentiation 

and some algebraic operations, the dual form of SVR can be 

rewritten as  
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, where *0 ,i i C   are 

Lagrange multiplier and ( , )i jK X X is kernel function. The 

kernel function decreases the dimension of calculation space. 

In SVMs, one of the functions polynomial, Radial basis 

Function, Linear and Sigmoid is considered to be kernel 
24

. 

Similarly, parameters C and ε determined by user control the 

smoothness of approximated function and determine the 

error fluctuation borders, respectively 
22

. The model calcula-

tions were done in MATLAB by LIBSVM library 
27

 and 

graphs were plotted using Microsoft Excel 2007.  

Performance measures 

Root mean square error (RMSE), mean absolute percent-

age error (MAPE), efficiency coefficient (E), determination 

coefficient (R
2
), mean absolute error (MAE) and correlation 

coefficient (Corr) were used to assess the accuracy of SVM 

and ARIMA model. The R
2 

and Corr measure the relation-

ship between two variables. RMSE, MAE and MAPE pro-

vide different capabilities of prediction and goodness of fit. 

The efficiency coefficient measures the difference between 

observations and predictions to observed changes. The value 

of 90% or higher shows the satisfactory performance and 

under 80% the weak performance 
28

. RMSE, MAPE, E AND 

MAE criteria are calculated by following relationships  
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Where n is the number of observation, is monthly 

groundwater level and ymean is the average observed ground-

water level. 

Results 

Monthly groundwater level in Hamadan-Bahar Plain 

were used in this study based on peizometric height from 

1991 to 2012 related to hydrologic years. To assess and 

compare the model performance, cross validation was used 

in which the data set was divided into training (82%) and 

test (18%) sets. 

Summary statistics of data set are presented in Table 1, 

which shows data of test and training set are relatively ho-

mogenous. Besides, Figure 1(a) shows the general trend of 

hydrograph, representing the descending reduction of water 

reservoirs. 

The correlation analyses was used to choose appropriate 

time series model and the auto-correlation, the partial auto 

correlation statistics and related confidence band of 95% 

were estimated for groundwater level in Hamadan–Bahar 

plain (Figure 1(b)). The auto correlation function (PACF) 

shows a significant correlation to lag2 and then it lies in con-

fidence limits approximately. The pattern of rapid reduction 

of PACF shows the superiority of autoregressive process 

versus the moving average process. Therefore, SAR model 

was used to analyze the data based on graphs and seasonal 

variations. Two hypothesis of uncorrelated errors and zero 

mean errors was evaluated. With regard to the zero mean 

condition of residuals, the value of the statistic was 0.016 

(P>0.05), so the hypothesis of zero mean errors and based on 

Ljung-Box statistics 
20

, uncorrelated errors assumption was 

not rejected (P>0.05). 

 

 

Figure 1: (a) Hydrograph of groundwater in Hamadan-Bahar Plain in hydrological years, (b) Auto-correlations function (ACF) and partial Auto-correlations 

function (PACF) of groundwater level  
 

Table 1: Statistical parameters of groundwater level data 

Water level N Min Max Mean SD Skewness 

Total data 245 1711.15 1730.56 1721.70 4.96 0.16 

Training set 200 1716.11 1730.56 1723.20 4.19 0.17 

Test set 45 1711.15 1719.15 1718.20 4.01 0.20 

The data having been normalized, SVM model was fitted 

to data by using RBF kernel function. The reason of its se-

lection is based on the fact that significant difference for 

SVM using four functions of linear kernel function, polyno-

mial sigmoid and RBF was not observed. Moreover, the pro-

cess of finding best parameters to minimize the structural 
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risk function was preformed through trial and error. The op-

timal values were obtained for three parameters c, ε, δ in 

RBF kernel function as 70, 0.01, and 0.25, respectively.  

The correlation coefficient, R
2
, RMSE, MAPE, E and 

MAE statistics of two models for train and test sets are given 

in Table 2. Results showed that the SVM model outperforms 

classic time series model (R
2
=0.933 for SVM versus 

R
2
=0.909 for SAR, RMSE=0.120 for SVM versus 

RMSE=.495 for SAR, E=0.950 for SVM versus E=0.910 for 

SAR, MAPE=0.140 for SVM versus MAPE=0.210 for SAR, 

MAE=0.124 for SVM versus MAE=0.490 for SAR and Cor-

relation=0.965 for SVM versus Correlation=0.953 for SAR). 

The variations of groundwater level along with estimated 

values from SVM model with RBF kernel function and clas-

sic time series for test data set are depicted in Figure 2. Both 

methods have proper performance, but the similarity of es-

timations of SVM to real values is greater and approximately 

overlaps. The residuals of two models are also drawn in this 

figure. It is clearly seen that the residuals from SVM model 

is less than those of classic time series, with less variations. 

Figure 3 shows the scatter plot of estimations from SVM (a) 

and classic time series (b) model versus observed values. 

Accordingly, the estimation values of SVM model have 

stronger relationship with real values. According to scatter 

plots, we can see that the estimations of classic time series 

have more scattered and farther than those of SVM model to 

real values. 

Table 2: Statistics of R2, root mean square error (RMSE), means absolute 
error (MAE), means absolute percentage error (MAPE), correlation coeffi-

cient (Corr) and efficiency coefficient (E) for support vector machine and 

classic time series  performance in groundwater level 

Method R2 RMSE E MAPE MAE Corr 

SVM       

Train set 0.994 0.095 0.999 0.010 0.093 0.996 

Test set 0.933 0.120 0.950 0.140 0.124 0.965 

Classic time series      

Train set 0.953 0.194 0.985 0.034 0.360 0.976 

Test set 0.909 0.495 0.910 0.210 0.490 0.953 

 

 
Figure 2: Monthly (a) estimations and (b) residuals of groundwater level based on Support Vector Machine (SVM) and classic time series 

To test the significance of difference between the esti-

mated values using two models and the observed values, 

paired t-test was carried out with significance level of 0.05. 

There was no significant difference between estimated val-

ues from SVM model (t0=0.025, P=0.980) and classic time 

series (t0=-0.128, P=0.898) and corresponding real values. 

The SVM model gives greater p-values. Based on the results 

of this test, the similarity between estimated values using 

SVM model and real values is more significant, thus, it is 

more powerful than classic time series in predicting ground-

water level.  

Discussion 

The results of this study showed that SVM is a useful 

method for the empirical forecasting of groundwater level in 

Hamadan-Bahar Plain. The comparison between SVM and 

1706

1708

1710

1712

1714

1716

1718

1720

Ju
l-

0
9

A
u

g-
0

9

Se
p

-0
9

O
ct

-0
9

N
o

v-
0

9

D
ec

-0
9

Ja
n

-1
0

Fe
b

-1
0

M
ar

-1
0

A
p

r-
1

0

M
ay

-1
0

Ju
n

-1
0

Ju
l-

1
0

A
u

g-
1

0

Se
p

-1
0

O
ct

-1
0

N
o

v-
1

0

D
ec

-1
0

Ja
n

-1
1

Fe
b

-1
1

M
ar

-1
1

A
p

r-
1

1

M
ay

-1
1

Ju
n

-1
1

Ju
l-

1
1

A
u

g-
1

1

Se
p

-1
1

O
ct

-1
1

N
o

v-
1

1

D
ec

-1
1

Ja
n

-1
2

Fe
b

-1
2

w
at

e
r 

le
ve

l,m
 

month 

Observe

SVM

Classic

-1

-0.5

0

0.5

1

1.5

2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

R
e

si
d

u
al

,m
 

month 

SVM

classic



86 Prediction the groundwater level of Hamadan-Bahar  

 

JRHS 2014; 14(1): 82-87 

classic time series models according to different criteria 

showed that the SVM predictions are better.  

In similar studies, superior performance of this method 

was verified compared with the neural network method to 

predict the groundwater level 
1,17

 and lake level fluctuations 
24

. In a study conducted by Kandananond
27

 performance of 

support vector machine, artificial neural network and ARI-

MA was compared to forecasting actual demand of different 

products from a consumer product company in Thailand and 

results indicated that the SVM method had a better forecast 

quality (in terms of MAPE) than ANN and ARIMA in every 

category of products which is similar to our results. Pai and 

Lin
28

 report in their comparison study of ARIMA and the 

SVMs models (in terms of MAE, RMSE, MAPE and MSE) 

in forecasting stock prices problems better performance of 

SVM than ARIMA which is consistent with our results. Yu 

and Liong
29

 in a study to predict Tryggevælde catchment 

runoff and Mississippi river flow showed that the SVM per-

formance was better than ARIMA which is consistent with 

our results. Sapankevych and Sankar
30

 evaluated different 

aspect of SVM for predicting time series data and showed 

powerful performance of SVM. Yoon et al.
1
 conducted a 

comparative study of artificial neural networks and support 

vector machines for predicting groundwater levels in a 

coastal aquifer. Their result showed superiority of SVM than 

artificial neural networks. Likewise in similar study for 

comparison of artificial neural networks and support vector 

machine techniques in modeling lake level fluctuations in 

Turkey, Çimen and Kisi
26

 showed better performance of 

SVM than artificial neural networks. In a study conducted by 

Rahmani et al. 
2
, a time series model based on 1984-2003 

data set was used to predict groundwater level in this area 

and the water level was predicted to decline.  

 

 

Figure 3: Comparison of groundwater level predictions from (a) support vector machine (SVM) and (b) classic time series models with observed values in 

Hamadan-Bahar Plain 

Based on SVM model by using training set for predicting 

the test set, a decreasing trend was predicted for the plain 

groundwater level changes. This trend is expected to contin-

ue in the future and we are still faced with the loss of water. 

According to the volatility seen in the graph and predict-

ed seasonal trends, it can be inferred that the main source of 

variation is seasonal fluctuations like rainfall and taken 

much of the sources of lowland and any variation in these 

two could have a significant impact on the trend in the fu-

ture. Therefore it can be reduced ascending trend with provi-

sion such as reducing per capita water or artificial recharge 

of aquifers. 

Hence the overall strategies like control of external fac-

tors (mainly climatic characteristics, the topography, steep 

terrain and geological structure of the area) and human fac-

tors (overuse of water, especially in agriculture) affecting 
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plain groundwater resources or artificial recharge of aquifers 

to revive is recommended to reduction of groundwater level 

in Hamadan-Bahar Plain. 

Conclusions 

This study focuses on the performance of SVM for 

groundwater level forecasting. By choosing appropriate ker-

nel function and related parameters, SVMs can be a useful 

tool for nonlinear predicting problem especially with an un-

known distribution. This study demonstrated that SVM can 

be used as an alternative of classic time series models for 

forecasting groundwater level. However, further research is 

required.   
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